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Abstract—Multilevel converters can meet the increasing demand of power ratings and power quality associated with reduced harmonic distortion and lower electromagnetic interference. When the number of levels increases, it is necessary to control more and more switches in parallel. Field programmable gate arrays (FPGAs), with their concurrent processing capability, are suitable for the implementation of multilevel modulation algorithms. Among them, space vector pulsewidth modulation algorithms offer great flexibility to optimize switching waveforms and are well suited for digital implementation. In this paper, two algorithms, 2-D and 3-D, are analyzed and implemented in an FPGA. In order to carry out the implementation, both algorithms have been described in very high speed integrated circuit hardware description language, partly hand coded, and partly automatically generated using the System Generator tool. Both implementations are compared in terms of implementation complexity and logic resources required. Finally, test results with a neutral-point-clamped inverter are presented.

Index Terms—Field programmable gate array (FPGA), multilevel inverter, space vector pulsewidth modulation (SVPWM).

I. INTRODUCTION

The term multilevel starts with the three-level inverter introduced by Nabae et al. [1]. Nowadays, multilevel converters are becoming increasingly popular in power applications, owing to their ability to meet the increasing demand of power ratings and power quality associated with reduced harmonic distortion and lower electromagnetic interference [2]. Multilevel topologies have been used as rectifiers in [3] and [4] for the connection of renewable energy sources to the utility grid in [5] and as a power-conditioning system of variable speed wind turbines in [6].

The combination of a large number of semiconductors to achieve high power ratings is well established. Choosing an arrangement where all devices are individually controlled, rather than switched together in series, provides more control opportunities. Voltage-source multilevel-inverter topologies [1], [7]–[10] synthesize a voltage waveform from several voltage levels typically obtained from several capacitors or dc sources. The commutation of the power switches permits the addition of the voltages of these sources, which reach high voltage at the output, whereas the power semiconductors must withstand only reduced voltages.

By increasing the number of levels in the converter, the output voltages have more steps in generating a staircase waveform, which has a reduced harmonic distortion. However, a larger number of levels increase the number of devices that must be controlled and the control complexity. At present, there are no commercial digital signal processors (DSPs) having appropriate built-in pulsewidth modulation (PWM) units that are enough to control the large amount of switches used by multilevel converters. A software implementation of these PWM units is very time-consuming. Therefore, a fast and expensive DSP is needed to carry out the modulation and the control processes. An architecture where one field programmable gate array (FPGA) carries out the modulation task and one DSP implements the control strategy is better suited for multilevel converters. Thus, cheap DSP and FPGA are needed.

FPGAs’ development reached a level of maturity that made many fields [11]. Recent applications of FPGAs in industrial electronics include mobile-robot path planning and intelligent transportation [12], [13], current controlling applied to power converters [14]–[16], real-time hardware-in-the-loop testing for control design [17], controller implementation [18]–[21], separating and recovering independent source signals [22], and neural computation [23]. Digital controllers using a microprocessor, together with an FPGA, have been demonstrated in previous works [24]–[29].

Since the concept of multilevel PWM converter was introduced, various modulation strategies have been developed and studied in detail, such as multilevel sinusoidal PWM, multilevel selective harmonic elimination, and space vector modulation. Among these strategies, the space vector PWM (SVPWM) [30]–[33] stands out because it offers significant flexibility to optimize switching waveforms and is well suited for digital implementation. Complexity and computational cost of traditional SVPWM techniques increase with the number of levels of the converter, and most of all use trigonometric functions or precomputed tables [34]–[37]. The 2-D SVPWM algorithm proposed by Celanovic and Boroyevich [38] and the 3-D one proposed by Prats et al. [39] calculate the switching vectors and the times without using angles, trigonometric functions, or precomputed tables. In addition, the complexity and the computational cost are very low. These efficient modulation...
algorithms are very useful to real-time computation of the switching sequence and the ON-state durations of the respective switching state vectors corresponding to the modulation of multilevel inverters. Moreover, the numeric evaluation of the n-state durations is reduced to a simple addition, and both methods use the minimum number of possible comparators.

The implementation in an FPGA of a SVPWM control for a two-level inverter has been described in detail in [40] and [41]. An FPGA was also used in [42] to control a three-level neutral-point-clamped (NPC) inverter in wind turbine applications. In this paper, two multilevel SVPWM algorithms are analyzed and implemented into an FPGA. A detailed description of the very high speed integrated circuit hardware description language (VHDL) implementation realized is given. To develop all the tasks involved, Matlab Simulink and System Generator for Simulink tools are used [43], [44] as well as Foundation ISE tools [45]. Both implementations have been compared in terms of implementation complexity and resources of the FPGA used. Finally, both implementations have been tested with an NPC inverter.

This paper is organized as follows. Section II analyzes and compares both SVPWM algorithms. In Section III, the algorithms are organized in functional blocks. Section IV describes the hardware implementation of each functional block. Section V shows the architecture of the experimental setup and gives some testing results. Section VI is the conclusion.

II. SVPWM ALGORITHMS

Algorithms proposed by Celanovic and Boroyevich [38] and Prats et al. [39] are two SVPWM algorithms which approximate the reference vector from a sequence of vectors selected into the limited set of vectors which can be generated by the inverter. Both algorithms can be applied to inverters with any number of levels in which the output voltage vector $V_s$ can be written as

$$V_s = v_s V_{dc} / v_s \in \mathbb{N}^3$$

where $V_{dc}$ is the output voltage step and $v_s$ is the space vector corresponding to the output vector $V_s$. This expression is fulfilled for the most usual multilevel topologies, such as the diode clamped converter [1], [7], the flying-capacitor converter [8], and the cascaded full-bridge converter [46].

The 2-D algorithm guarantees that the line-to-line voltage reference is equal to the averaged line-to-line converter voltage output

$$\begin{pmatrix} v_{ab} \\ v_{bc} \\ v_{ca} \end{pmatrix}_{\text{ref}} = \begin{pmatrix} v_{ab} \\ v_{bc} \\ v_{ca} \end{pmatrix}_{\text{ref}}.$$  

(2)

The homopolar component of the reference is not taken into account; therefore, the line-to-neutral voltage of the reference and the output can be different. Hence, this algorithm is only useful for inverters feeding a load without neutral or with floating neutral.

The 3-D algorithm assures that the line-to-neutral voltage reference and the averaged line-to-neutral converter voltage output are equal

$$\begin{pmatrix} v_a \\ v_b \\ v_c \end{pmatrix}_{\text{ref}} = \begin{pmatrix} v_a \\ v_b \\ v_c \end{pmatrix}_{\text{ref}}.$$  

(3)

This algorithm takes into account the homopolar component of the reference; therefore, it is well suited for inverters connected to a load with no floating neutral. However, it can be used with the inverter feeding the same loads of the 2-D algorithm, but wasting the capabilities of the dc bus, because the algorithm does not inject the proper homopolar component which allows extending the modulation index.

The 2-D algorithm takes its name from the fact that vectors with a different nonhomopolar component can be represented in a 2-D space. The 2-D algorithm implemented in this paper uses the following transformation [38]:

$$\begin{pmatrix} v_g \\ v_h \\ v_n \end{pmatrix} = \frac{1}{3} \begin{pmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{pmatrix} \begin{pmatrix} v_{ab} \\ v_{bc} \\ v_{ca} \end{pmatrix}.$$  

(4)

The set of output vectors that the converter is able to generate inside the control space determines the region where the reference vector can be synthesized. When the reference vector lies outside this control region, it is in the overmodulation zone, and it cannot be approximated accurately. Fig. 1 shows these control regions of both algorithms: a hexagon in the 2-D case and a hexahedron in the 3-D case.
Since both space vector algorithms try to approximate a reference vector from a limited set of vectors inside the control region, they follow the same main steps.

1) Place the reference vector in the control space.
2) Search the nearest generating vectors to the reference vector; three vectors in the 2-D algorithm and four ones in the 3-D algorithm.
3) Calculate the on-time of each generating vector.
4) Translate the generating vectors in switching signals.
5) Add the dead times to the switching signals.

All these steps must be repeated each switching cycle.

The 3-D modulation problem has a unique solution, and the 3-D algorithm provides this solution with sorted vectors so that the switching number between two consecutive vectors is minimized. The 2-D algorithm does not have this characteristic because there are several line-to-neutral voltage combinations that provide the same line-to-line voltage output. That is, each 2-D vector in the gh coordinate system corresponds to several.
generating vectors in the \( abc \) coordinate system. Relationship between both frames is given by [38]

\[
\begin{pmatrix}
v_d \\
v_q \\
v_c
\end{pmatrix} = \frac{1}{k} \begin{pmatrix}
k \
-k - v_g \\k - v_g - v_h
\end{pmatrix}, \quad k \in \mathbb{N}.
\]

This 2-D algorithm does not provide the vector in a particular order, and therefore, an algorithm to select and put in order the generating sequence is needed. This task must be done in accordance with some modulation strategy: capacitor balancing, commutation loss minimization, switch loss equalization, etc.

III. IMPLEMENTATION DESIGN

A. Specifications

The main goal of this paper is to develop an optimal real-time implementation of both modulation algorithms for the NPC inverter in Fig. 2, which will be later implemented in an FPGA.

The switching frequency of the inverter can be selected in both implementations among 2.5, 5.0, 7.5, and 10 kHz by means of the input signal \( f_s \). Vector reference is provided in the \( dq \) frame; hence, the input signals are the vector components \( v_d \) and \( v_q \) and the angle of the rotating frame \( \theta \). Finally, the modulator output signals are 12 trigger signals corresponding to the power switches of the NPC inverter. A symmetrical arrangement of the pulses into the switching cycle is carried out in order to get a good spectral output.

After analyzing similarities and differences between both algorithms, they have been organized as shown in the block diagrams in Fig. 3. The functional description of the blocks is detailed next. Bit number of the signals and hardware implementation concerning each block will be discussed in the next section.

B. Description of the 2-D SVPWM Algorithm Components

Fig. 3(a) shows the block diagram designed for the 2-D algorithm, which includes the following components: freq, dq2gh, 2DSVM, gh2abc, PWM3, and dead_time.

1) Component freq: The user can select one of the four modulator switching frequencies available by means of the input signal \( f_s \). The selected frequency defines the needed values for the switching period \( T \) and the dead time \( T_d \). A dead time of 5% of the switching period was used.

2) Component dq2gh: This element carries out the following \( dq/gh \) transformation of the reference vector \( (v_d, v_q) \) from the rotational frame to the stationary frame

\[
\begin{pmatrix}
v_g \\
v_h
\end{pmatrix} = \frac{1}{\sqrt{3}} \begin{pmatrix} 0 & 2 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} v_d \\ v_q \end{pmatrix}.
\]

3) Component 2DSVM: This component is the main circuit of the system. It determines the nearest three vectors \( (v_g1, v_h1) \), \( (v_g2, v_h2) \), and \( (v_g3, v_h3) \) to the reference vector \( (v_g, v_h) \) in the \( gh \) frame and calculates their corresponding switching times [38].

4) Component gh2abc: This component transforms back the three nearest vectors from the \( gh \) to the \( abc \) frames. This is achieved by evaluating the expression (5). This expression has multiple solutions; therefore, the following algorithm to obtain the vector sequence was developed. The 24 triangular regions have been joined in the six highlighted groups shown in Fig. 4. The vector sequence starts with the boxed vector of the group, and it is tailored with adjacent vectors in order to minimize the switching number. That is, \( (v_g1, v_h1, v_c1) \) is the boxed vector, and vectors \( (v_g2, v_h2, v_c2) \) and \( (v_g3, v_h3, v_c3) \) are taken in accordance with the arrow inside the region. The following component PWM3 generates a symmetrical sequence that starts and ends with the same vector; therefore, there are no additional switchings when the reference vector changes between triangular regions that belong to the same group, but it only adds two extra switchings when the reference changes to the next group. Therefore, this vector-selecting method minimizes the number of switchings when the reference vector stays inside a certain region as well as when it changes its region.

5) Component PWM3: It arranges the three vectors of the sequence in a symmetrical way into the switching period. The sequence generated is the following.

1st \( (v_g1, v_h1, v_c1) \) \( \rightarrow T_1/4 \).
2nd \( (v_g2, v_h2, v_c2) \) \( \rightarrow T_2/2 \).
3rd \( (v_g3, v_h3, v_c3) \) \( \rightarrow T_3/2 \).
4th \( (v_{g1} + 1, v_{h1} + 1, v_{c1} + 1) \) \( \rightarrow T_1/2 \).
5th \( (v_g3, v_h3, v_c3) \) \( \rightarrow T_3/2 \).
6th \( (v_g2, v_h2, v_c2) \) \( \rightarrow T_2/2 \).
7th \( (v_g1, v_h1, v_c1) \) \( \rightarrow T_1/4 \).

After that, it generates the six PWM signals corresponding to each complementary pair of switches.

6) Component dead_time: Finally, this circuit generates the trigger signal for each power switch, introducing the proper dead time to give each insulated gate bipolar transistor (IGBT) enough time to switch off, before its complementary one is switched on. This is done by delaying the rising edges of the trigger signals the time \( T_d \).
C. Description of the 3-D SVPWM Algorithm Components

Fig. 3(b) shows the simplified block diagram proposed for the 3-D algorithm. It is composed of the following main components: freq, dq2abc, 3DSVM, PWM4, and dead_time.

1) **Component freq**: It is the same block used in the 2-D algorithm for the selection of the switching frequency that calculates the switching period $T$ and the dead time $T_d$.

2) **Component dq2abc**: This component implements the following $dq/abc$ transformation:

$$
\begin{pmatrix}
  v_a \\
  v_b \\
  v_c
\end{pmatrix} = \begin{pmatrix}
  1 & 0 & 1/2 \\
  1 & -\sqrt{3}/2 & -1/2 \\
  1 & -\sqrt{3}/2 & -1/2
\end{pmatrix} \begin{pmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{pmatrix} \begin{pmatrix}
  v_d \\
  v_q
\end{pmatrix}.

(7)

3) **Component 3DSVM**: This component finds the four nearest vectors $(v_{a1}, v_{b1}, v_{c1})$, $(v_{a2}, v_{b2}, v_{c2})$, $(v_{a3}, v_{b3}, v_{c3})$, and $(v_{a4}, v_{b4}, v_{c4})$ to the reference vector and calculates their corresponding switching times. This problem has a unique solution, and the result sequence minimizes the switching number. Thus, no extra circuits like gh2abc are needed.

4) **Component PWM4**: This block is very similar to the PWM3 but working with four input vectors instead of three. It arranges the vectors in a symmetrical way into the switching period and generates the six PWM signals corresponding to each complementary pair of IGBTs. The sequence generated is the following.

- **1st** $(v_{a1}, v_{b1}, v_{c1}) \rightarrow T_1/2$.
- **2nd** $(v_{a2}, v_{b2}, v_{c2}) \rightarrow T_2/2$.
- **3rd** $(v_{a3}, v_{b3}, v_{c3}) \rightarrow T_3/2$.
- **4th** $(v_{a4}, v_{b4}, v_{c4}) \rightarrow T_4$.
- **5th** $(v_{a3}, v_{b3}, v_{c3}) \rightarrow T_3/2$.
- **6th** $(v_{a2}, v_{b2}, v_{c2}) \rightarrow T_2/2$.
- **7th** $(v_{a1}, v_{b1}, v_{c1}) \rightarrow T_1/2$.

Fig. 5. Simulink implementation of the transformation components. (a) Component dq2gh. (b) Component dq2abc.
IV. HARDWARE IMPLEMENTATION

The Digilent S3 board was used to implement both algorithms. This board hosts a XC3S200 FPGA from Xilinx, which has 4,320 logic cells, each constituted by two $16 \times 1$ lookup tables (LUTs) and two flip-flops. This FPGA also has twelve $18 \times 18$ hardware multipliers, as well as twelve 18-kb block random access memories (BRAMs).

Although FPGAs allow a great degree of parallelism in the implementation of such algorithms, it is necessary to reduce the total amount of hardware needed, keeping the final cost at a reasonable point. Operations are done with a 10-MHz clock, which is enough frequency to achieve a real-time operation in this algorithm. The area of arithmetic circuits grows exponentially with the number of bits. A tradeoff between precision and area led to choose 8 b for the input variables $v_d$, $v_q$, and $\theta$. In the worst case, when the amplitude of the reference is equal to unity, the total error because of the bit truncation is $2.52\%$.

A. Component Implementation

The hardware description of the components of the algorithms shown in Fig. 3 has been hand coded in VHDL. An exception was made with the components $dq2gh$ and $dq2abc$. These components have been developed in Simulink with the System Generator libraries provided by Xilinx. The VHDL code that describes these components has been automatically generated using the System Generator tool in order to produce a correct system implementation in a short design time.

1) Component $freq$: One of the four frequency and dead time pairs can be selected by means of the 2-b signal $f_s$. Signals $T$ and $T_d$ are integer numbers that express the switching period and the dead time in microseconds. Signal $T$ is 10-b wide, which allows periods of up to 1023 $\mu$s, i.e., 977.5 Hz. $T_d$ is a 6-b signal, which allows defining a dead time of up to 63 $\mu$s. The modulator switching period $T$ and the corresponding dead time $T_d$ are selected by means of a four-channel multiplexer.

2) Components $dq2gh$ and $dq2abc$: They both implement transformations (6) and (7) from the rotating to the stationary frames. Fig. 5 shows the Simulink models used to describe the components and to generate their VHDL description files.

Internal arithmetic operations are done with adequate precision using fixed-point number representation and the two’s complement format. The fractional part of the final result was rounded to 8 b in order to calculate the switching times with adequate accuracy in the components $2DSVM$ and $3DSVM$. For an $N$-level inverter, in the 2-D algorithm, the integer part of the results takes values from $-(N-1)$ to $N-1$, whereas in the 3-D algorithm, it is in the range from 0 to $(N-1)$. Therefore, 3 and 2 b are necessary to represent the integer part, respectively. Consequently, the output signals in the 2-D case are 11-b wide, and the output signals in the 3-D case are 10-b wide.

Both blocks could be used without any modification for an NPC inverter of up to five levels. If the number of levels grows, then more bits would be needed to represent properly these signals.

The sine and cosine operations have been implemented by means of a table stored in a memory. Sinusoidal waveform’s 256 points have been stored with 8 b of resolution. In order to store these data, a $256 \times 8$ memory is needed; therefore, a BRAM was used to take advantage of the FPGA hardware resources.

3) Components $2DSVM$ and $3DSVM$: Both elements have been implemented strictly following the algorithm descriptions given in [38] and [47] by means of simple arithmetic and comparison operations.
The nearest vectors and unit switching times are calculated from the integer and the fractional parts of the reference, respectively. Therefore, the signals corresponding to the vector components have 3 b in the 2-D algorithm and 2 b in the 3-D algorithm, and the unit switching times are 8-b wide.

The integer and fractional parts of the references can be done by the proper bit extraction from the fixed point number. Corrections have been done in the case of negative numbers in the 2-D algorithm. Fig. 6 shows the flow diagrams of the components’ VHDL description and the bits’ extraction operations.

4) Component gh2abc: Fig. 7 shows the flow diagram utilized for the VHDL description of this block in accordance to Fig. 4. As shown previously, the output signals of the component have 2 b which are enough to represent the three levels of the inverter.

5) Components PWM3 and PWM4: Fig. 8 shows the component PWM4 implementation. The implementation of the component PWM3 is very similar. However, in this case, unit time $T_4$ is not needed, and the fourth vector is internally generated as

$$ (v_{a4}, v_{b4}, v_{c4}) = (v_{a1} + 1, v_{b1} + 1, v_{c1} + 1).$$

The block sequence compares the switching time corresponding to each vector with the value of a counter to generate the vector index (idx) corresponding to each time interval. The 50-MHz master clock of the S3 board was divided by using the Digital Clock Manager of the FPGA in order to obtain a 10-kHz clock. That clock allows generating the PWM signals with a time precision of 0.1 $\mu$s. Due to the fact that switching times are 8-b wide, the maximum switching frequency available in this system is 39.2 kHz. Without the frequency division of the master clock, the maximum switching frequency could be increased five times, up to 196 kHz. The output of the multiplexer is the space vector that must be generated by the inverter at a particular time.

The level of each phase in the corresponding trigger signals is translated by the component Level to trigger signals. This translation depends on the inverter topology; therefore, this block must be redesigned if an inverter that is different from the NPC (with the same number of levels) is used [48]. It is not necessary to modify the rest of the components because both modulation algorithms do not depend on the topology.

6) Component dead_time: This block generates the inverse of the trigger signals adding the corresponding dead time. It was implemented using an edge detector together with a counter working as a timer in order to delay the rising edges of the trigger signals.

### B. Resources

All circuits were combined in a top file according to Fig. 3. At last, the whole system was synthesized and implemented in the XC3S200 FPGA through the use of the Xilinx Foundation ISE tools, which are specific for these tasks.

Table I compares the FPGA logic resources used to implement both algorithms. In our implementation, both algorithms use only one BRAM-dedicated memory to generate the sine and cosine functions, but the 2-D algorithm uses half flip-flops and two hardware multipliers less than the 3-D algorithm. This is because the first algorithm works with only three 2-D vectors, instead of the four 3-D vectors of the second algorithm. Although the 2-D algorithm works with few and small vectors, both implementations use a similar number of slices (logic blocks) and LUTs. This is due to the need for an extra task to select the generating vectors in the 2-D algorithm (component gh2abc). Consequently, the 3-D algorithm is easier to implement but uses more logical resources of the FPGA.

In order to extend the proposed implementation to a higher level inverter, many considerations have to be taken into account. The implementation of the component freq is independent of the inverter topology; therefore, it can be used without any modification. Components dq2gh, dq2abc, 2DSVM, and 3DSVM only need slight modifications in order to adapt the bit
number of the signals to the level number of the inverter. Resources used by those components grow in a stepped way with the number of levels. In fact, they could be directly used for a five-level topology. Components \( \text{PWM}_3 \), \( \text{PWM}_4 \), and \( \text{dead\_time} \) have to be extended in order to generate additional PWM signals for extra IGBTs of the inverter. Therefore, resources used by the extended components grow almost linearly with the number of levels of the NPC inverter. Nevertheless, the component \( gh2abc \) was specifically designed for a three-level inverter, and therefore, it needs a major revision.

V. EXPERIMENTAL RESULTS

Fig. 9 shows the FPGA outputs corresponding to the trigger signals for the 2-D and 3-D algorithms when \( v_d = 0.6, v_q = 0 \), and \( \theta = 100^\circ \). Vector sequence corresponding to this case and the rising edge delay because of the dead time can be seen in the figure.

Both FPGA implementations were tested with a three-level NPC inverter driving a star-connected induction motor. A 220/380-V, 1.420-r/min, and 1.35-kW rated motor was used. According to the motor characteristics, a dc bus of 300 V was selected. Fig. 10(a) shows a diagram of the experimental setup. The inverter is controlled in open loop in the rotating \( dq \) frame. The controller was implemented in a DSPACE DS1103 PPC Controller Board. The communication link between the DSPACE board and the FPGA uses a data bus of \( 3 \times 8 \) b. Synchronization is made using the switching frequency clock. Every falling edge, the controller calculates a new set of references and writes them on the bus. New data are read by the FPGA on the following rising edge of the clock. Fig. 10(b) shows a photograph of the whole system used in the test, including the power converter, the FPGA board, and a personal computer.

Fig. 11 shows the line-to-line voltages and neutral-to-ground voltages measured with both implementations. As expected, the line-to-line voltages are very similar in both cases, and differences appear in the neutral-to-ground voltage. The filtered \( v_{ng} \) in the 3-D algorithm is constant and near to zero; therefore, homopolar component is not present. However, in the 2-D case, the filtered \( v_{ng} \) shows the presence of a homopolar component which allows better use of the dc bus.

VI. CONCLUSION

This paper compares the FPGA implementation of two different multilevel SVPWM algorithms: 2-D and 3-D.

The characteristics of both algorithms were studied in order to get an optimal hardware implementation. In the 2-D
algorithm, the need for an extra component to generate and arrange the final vector sequence was appointed. A particular solution for this component, which minimizes the switching looses in the inverter, was developed. Both algorithms were described in VHDL and implemented in an FPGA. It was shown that the 3-D algorithm needs fewer components, and it is easier to implement than its counterpart. In our implementation, the 2-D algorithm used less hardware resources of the FPGA. Finally, both algorithms were tested with a three-level neutral-clamped inverter.
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