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Abstract—This paper studies the design of data fusion 
algorithm for asynchronous system with integer times 
sampling. Firstly, the multisensor asynchronous samplings 
is mapped to the basic axis, accordingly a sampling 
sequence of single sensor can be taken. Secondly, aiming at 
the sensor with the densest sampling points, the modified 
parallel filtering is given. Afterwards, the sequential 
filtering fusion method is introduced to deal with the case 
that there are multiple mapped measurements at some 
sampling point. Finally, a novel parallel filtering fusion 
algorithm for asynchronous system with integer times 
sampling is proposed. Besides, a judgment scheme to 
distinguish measurement number at every sampling point in 
the fusion period is also designed. One simple computer 
numerical value simulation is demonstrated to validate the 
effectiveness of the judgment scheme and the proposed 
asynchronous fusion algorithm.  
 
Index Terms—data fusion; asynchronous system; integer 
times sampling; parallel filtering; sequential filtering 
 

I.  INTRODUCTION 

In recent years, multisensor data fusion technology is 
paid great attention in many military and civil fields, and 
is extensively applied. At present, a lot of data fusion 
algorithms to different application backgrounds and 
constraints are presented [1-11]. For the research of 
classical data fusion, the synchronous multisensor system, 
in which every sensor has common sampling rate and 
sampling time is uniform, is none of main objects. But, in 
the practical system, these sensors in the multisensor 
system have often different sampling rates and sampling 
points because of different task requirement and different 
kinds of sensors. As a result, it is interesting to study 
asynchronous data fusion with different sampling rates, 
and has important theoretical sense and extensive 
application scene.  

Up to now, some useful data fusion algorithms for 

asynchronous system under the centralized frame have 
been presented [2,6,7,8,10,11]. The work in [2] is to 
firstly discretize the continuous system, secondly 
establish the relative measurement to current state by use 
of the relation between the states of local points and the 
fusion center, and afterwards use the centralized fusion to 
estimate the state of the target. But, this algorithm only 
adapts the case that every sensor only has one 
measurement in the fusion period, and the more complex 
case cannot be dealt with. An interesting work is also 
done in [6] by combing wavelet with Kalman filter. It can 
treat with the noise-reduction effectively but the 
multisensor case cannot be solved. In [7], the multisensor 
multiscale fusion was considered; nevertheless the given 
algorithm is complex. In addition, the design of data 
fusion algorithm for multirate sampling system were 
researched in [10,11]. Basically, they both adopt the re-
modeling idea to the state of sampling points in the fusion 
period. Thereby, these two algorithms are suboptimal in 
the sensor of linear minimum mean square error 
(LMMSE).  

Aiming at the above-mentioned problems, this paper 
takes a kind of multisensor dynamic system with different 
sampling rates, and introduces the parallel filtering and 
sequential filtering to solve asynchronous data fusion 
with integer times sampling. Accordingly, a novel 
optimal asynchronous data fusion algorithm is proposed 
and the running steps are listed in this paper. Its main 
structure includes four aspects such as measurement 
mapping, parallel filtering, judgment of measurement 
number, and sequential filtering. 

The rest of this paper is organized as follows. In 
Section II, it describes the multisensor system with 
integer times sampling and problem formulation. Section 
III proposes a novel parallel filtering fusion algorithm. 
Computer simulation is done in Section IV. Finally, we 
conclude in Section V. 
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II.  PROBLEM FORMULATION 

A. System Description 

A kind of multisensor system which is composed of 
N sensors is considered. Every sensor observes the 
target state with different sampling rate, and the 
measurement is   

)1()1()1()1( ++++=+ iiiiiii kkkk vxHz        (1) 
where Ni ,2,1 L= , )1( +ii kH is the measurement 
matrix. The corresponding state equation of i sensor is 

)()(),1()1( iiiii kkkkk wxΦx ++=+            (2) 
where the sampling period of i sensor is iT  which a is an 
integer, and  
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(3) 
where L is also an integer. Suppose that the sampling 
period for which the sampling period is the biggest 
among them is the fusion period, then 

1TT =                                      (4) 
So, there are iM  measurements for sensor i  in a fusion 
period, then 

                          iiTMT =                                   (5) 
It easily knows that the sampling periods for all of 
sensors have the integer L times relation from Eq. (3) and 
Eq. (4). 

Figure.1 shows the multisensor system with 2=L .  

ii lkM + ;,,2,1( Ni L= ),,2,1 ii Ml L= is il th 
sampling time of sensor i in )1( +k th fusion period, and  
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Figure.1 The sampling of multisensor system with 2=L  

Then, the dynamic given by Eq.(1) and (2) can be 

)()()()( iiiiiiiiiii lkMlkMlkMlkM ++++=+ vxHz

 (7) 
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where ii MlNi ,,2,1;,,2,1 LL ==  ,and 0≥k is a dis
crete time variable. 1)( ×∈+ n

ii RlkMx is state vector,
nn

iiiii RlkMlkM ×∈−++ )1,(Φ is state transfer mat
rix of sensor i . Process noise 1)1( ×∈−+ n

ii RlkMw is 
a Gaussian white noise sequence, and satisfies  
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where ii Mljk ≤≤≥ 0;0, . 
  1)( ×∈+ ip

iii RlkMz is the measurement of sensor i  
to )( iii lkM +x at ii lkM + , np

iii
iRlkM ×∈+ )(H  is 

the measurement matrix. Measurement noise 
1)( ×∈+ ip

iii RlkMv is also a Gaussian white noise and 
its statistical property is  
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where ii Mljk ≤≤≥ 0;0, . )( iii lkM +R is a 
positive matrix, and there are correlative between process 
noise and measurement noises, namely 
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where ii Mljk ≤≤≥ 0;0, . The original state )0(x is 
a random vector and satisfies  

0)}0({ xx =E                      (12) 
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B. Problem Formulation 

In order to conveniently describe the proposed 
algorithm, it is necessary to transform the above-
mentioned multisensor dynamic system to a single one. 
Based on the sampling time of fusion center, the 
sampling points of all of sensors can be mapped to this 
reference axis, see Figure.2. we easily know: firstly, there 
is one measurement at least at the sampling point in a 
fusion period after they are mapped. And, the 
measurement number at every sampling point is different 
basically. Secondly, in a fusion period there are all 
measurements from sensor N  at every sampling point.
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Figure.2 The mapped multisensory dynamic sampling 
system 

     Then, the basic idea of parallel filtering fusion 
algorithm with integer times sampling is as follows: the 
sampling points of all of sensors are mapped to the 
reference axis on the basis of sampling time of fusion 
center. Afterwards, the time axis of sensor N can be 
taken as basis and the parallel filtering algorithm can be 
performed. Especially, when the sampling point has 
multiple measurements, the sequential filtering fusion in 
[9] can be used. Finally, we can get the fusion estimate 
based on the global information for every sampling 
point NN lkM +  in the fusion period. In order to realize 
above-mentioned idea, the following problems must be 
solved: i) One is how to perform the parallel filtering 
algorithm based on sensor N . ii) The other is how to 
distinguish which sensor measurements every sampling 
time has in a fusion period. Next, the fusion algorithm is 
established in terms of solving above-mentioned two 
problems. 

III. PARALLEL FITERING FUSION ALGORITHM WITH 
INTEGER TIMES SAMPLING 

A. Parallel Filtering Fusion Algorithm 

By considering i) this subsection presents the parallel 
filtering fusion algorithm in the case that there is only one 
measurement at every sampling point, namely only 
consider the measurement of sensor N .  

From Eq.(7) and Eq.(8), state equation and  
measurement equation of sensor N are as follows: 
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(15) 
So, one has the following theorem. 

Theorem 1 According to (14) and (15), one can get the 
following new multisensor system  
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Proof. The derivations of Eq. (16) to Eq. (22) can be 
finished easily. 
    In terms of (14), we have 
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 So, one has 
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The proof is finished. 
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    Then, the parallel filtering fusion algorithm based on 
the measurements of sensor N is as follows [3]. 

1) One step state predict during the fusion period  
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2) One step state predict between the fusion periods  
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By use of Eq.(23), (26), Eq. (23) can be rewritten to 
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3) State update at every time in the fusion period  

)()(
)1|(ˆ)(

)|(ˆ

NNNNN

NNNNNNNN

NNNNN

lkMlkM
lkMlkMlkM

lkMlkM

+++
−+++=

++

zK
xA

x
  

(30) 

NN
T
NNNNNN

NNNNN

lkMlkM

lkMlkM

HRHP

P
11

1

)1|(

)|(
−−

−

+−++=

++
  

(31) 

where 

NNNNNNN lkMlkM HKIA )()( +−=+     (32) 
1)|()( −++=+ N

T
NNNNNNNNN lkMlkMlkM RHPK  

(33)  

      4) Update for corresponding sate between fusion 

periods  
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       Because it involves many variables in the above-
given algorithm, in order to provide clear understanding 
Figure.3 shows all  variables to compute 

)|(ˆ NNNNN lkMlkM ++x  and )|( NNNNN lkMlkM ++P . 
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Figure.3 All variables to compute the global estimate 
at NN lkM +  

    This subsection gives the parallel filtering algorithm 
for which every sampling point only has one sensor 
measurement. However, Figure.2 shows that it is possible 
that some sampling point could have several 
measurements, namely )( NN lkM +z is no longer single 
measurement. In this case, the sequential filtering fusion 
can be introduced to deal with it. As a result, it is the key 
to distinguish how many measurements every sampling 
time in the fusion period has. Then, the judgment scheme 
is given by the next subsection.  

B. Measurment judgment scheme 

For the multisensory dynamic system with the 
sampling of integer times )21( L，，=LL , the law about 
the change of measurement number at every sampling 
point. Then, the judgment scheme to measurement 
number at every sampling point in the fusion period sees 
Figure.4. 
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Figure.4 The judgment scheme to measurement number 
at every sampling point in the fusion period  

In this figure, mod (*,*) is modulo operation and the 
output parameter ),,2,1)(( njjnum L= represents the 
mapped measurement number at every sampling point in 
the fusion period.  Clearly, above-mentioned scheme can 
only judge the measurement number at every sampling 
point and cannot explain which sensor they belong to. For 
the multisensor system researched in this paper, the 
measurement at time Nl  )1( 1−≤≤ N

N Ll can be given 
as follows 
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 where 1)(0 −= Nlnuml ，，L . 

C. Algorithm Summary 

According to the analysis in subsection A and B, we 
sum up the parallel filtering fusion algorithm as follows: 
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  1) Map sampling points of all of sensors to the time 
axis of sensor N, and take the time of sensor N as basis to 
perform fusion filtering. 

2) Set up 0x , 0P , and sampling times L .  
3) 0=k , 1=Nl . 
4) Perform (26), (27), (28) and (24) sequentially.  
5) Use (34) and (35) to compute the estimate of 

sensor N )|(ˆ NNNNl lkMlkM
N

++x and corresponding 
covariance )|( NNNNl lkMlkM

N
++P . 

6) According to (41) and (42) to compute the 
estimate )|(ˆ NNNNN lkMlkM ++x and the estimate 
covariance )|( NNNNN lkMlkM ++P . 

7) Use the judgment scheme given by Figure.4 to 
distinguish the measurement number at this time. 

8) If 1)( =Nlnum , else 1+= NN ll , go to 4).  
Else continue.  

9)Adopt the sequential filtering fusion method in [9] 
to fuse other measurements )( l

NlNlN LlkM +−−z  
( 1)(,,1 −= Nlnuml L ), and assign the taken estimate 
and error covariance to )|(ˆ NNNNN lkMlkM ++x  
and )|( NNNNN lkMlkM ++P   respectively. 

10) If NN Ml = , then 1+= kk and 1=Nl , go to 
4). Else 1+= NN ll , go to 4). 

11) Finally, compute )|(ˆ NNNNN lkMlkM ++x , 
)|( NNNNN lkMlkM ++P . 

12) End. 

IV. COMPUTER SIMULATION 

This section uses computer simulation to only validate 
the effectiveness of the proposed parallel filtering fusion 
algorithm for the asynchronous sampling system. All of 
results are the mean of 100 Monte Carlo simulations. 

A. Example1 

For the system given by Eq.(7) and Eq.(8), we take 
5=N , 2=L , 98.0=NΦ , 1.0=NQ , 1=iH , 
1=iR , 2.0=iS , where 5,,2,1 L=i . Original 

value 100 =x , 1000 =P .  
Then, the simulation results are shown by Figure.5, 

Figure.6, and Figure.7. The absolute error mean is given 
by Table.I. 

 
TABLE I.  ABSOLUTE ERROR MEAN OF ESTIMATE 
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Figure.5 Multisensor measurements with 2=L  
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Figure 6 Estimate result of the proposed parallel filtering 

fusion 
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Figure.7 Estimate error of the new algorithm 

From Figure.5 to Figure.7, and Table.1, we can get 
the following conclusions: 

1) Figure.5, which demonstrates the measurement 
distribution of multisensor dynamic system with L=2, 
shows that measurement number of every sensor satisfies 

Algorithm The parallel filtering fusion 
algorithm 

Absolute error 
mean of Estimate 0.2925 
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Eq.(6). It also means that the judgment scheme is also 
effective. 

2) It shows that the proposed algorithm in this paper 
can effectively deal with data fusion of integer times 
sampling and achieve outstanding tracking estimate effect. 
In a word, the proposed parallel filtering fusion method 
can effectively adapt the multisensor system with integer 
times sampling and can realize good estimate result. 

V. CONCLUSION 
This paper studies the design of data fusion algorithm 

for asynchronous multisensor system with integer times 
sampling, accordingly by introducing parallel filtering 
technology a novel data fusion algorithm to different 
sampling rate is proposed. The derivation process and 
simulation result are presented to validate its 
effectiveness. There are many open issues, for example, 
to consider the communication delay and transmission 
error in the parallel filtering fusion. 
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